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Abstract

Transformers are the vital parts of an electrical grid system. A faulty transformer can destabilize the electrical supply along with the other devices of the transmission system. Due to its significant role in the system, a transformer has to be free from faults and irregularities. Dissolved Gas-in-oil Analysis (DGA) is a method that helps in diagnosing the faults present in an electrical transformer. This paper proposes a hybrid system based on Genetic Neural Computing (GNC) for analyzing and interpreting the data derived from the concentration of the dissolved gases. It is further analyzed and clustered into four subsets according to the standard C57.104 defined by IEEE using genetic algorithm (GA). The clustered data is fed to the neural network that is used to predict the different types of faults present in the transformers. The hybrid system generates the necessary decision rules to assist the system’s operator in identifying the exact fault in the transformer and its fault status. This analysis would then be helpful in performing the required maintenance check and plan for repairs.
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Introduction

A transformer is one of the most crucial element of an Electrical Power Transmission System (EPTS). A fault in the transformer can introduce major problems for the consumers as well as for the maintenance engineers. Many incidents have taken place in the past few years that greatly disrupted the electrical transmission system. One such catastrophe occurred in New Jersey, USA, in December 2013, where, approximately 12,000 people lost their power supply due to a fault in the transformer [10]. Another major incident took place on February 2014 in Stamford, USA, where a transformer caught fire rendering more than 1000 people without light for days [20]. In the year 2000, a disastrous loss was reported at another power plant, where a $86 million US dollars business interruption due to a faulty transformer [12].

There is an urgent need of a prefailure analysis and protection system that can protect the transformers from any kind of liabilities. Analysis of the transformer’s dielectric oil is the classical and reliable method used for checking the irregularities present in the transformers by using the Dissolve Gas-in-oil Analysis (DGA) method. Several gases are generated during the normal operation of a transformer. The ratio and concentration of certain gases facilitate the operator in the detection and prediction of the indiscretion and problems that exists in the transformers. The main gases responsible for the faults are methane (CH$_4$), acetylene (C$_2$H$_2$), ethane (C$_2$H$_6$), and ethylene (C$_2$H$_4$) [13]. Problems like corona discharge, overheating, and arcing in the transformers are easily detected by DGA.

There are several methods available to analyze the faults, such as the (i) International Electro technical Commission (IEC) ratio method, (ii) Rogers ratio method, (iii) Doernenburg method, (iv) Duval triangle method, and the Key gas method. The three first methods do not give any sort of quantitative indication of the fault. In many cases, where multiple faults occur, gases produced from different types of faults are mixed up, creating confusing ratios among the various components of the gases. For our analysis, we will follow the IEEE standard C57.104, based on the Total Dissolve Concentration of Gases (TDCG) and the Key gas method. It measures the concentration of each fault gas produced in the transformer.
during a fault. In this method, the individual concentration of each gas is measured rather than the ratio which is the basic principle of this method. The use of DGA in the transformer is widely accepted for analyzing and spotting the faults as it can diagnose the degradation of the transformer and can estimate its life efficiency [16]. In addition, it can appraise the internal situation of the transformer and plays a crucial part of the maintenance checking and testing system.

Soft computing is a consortium of methodologies that works synergistically and provides, in one form or another, flexible information processing capability for handling real-life ambiguous situations. It aims to exploit the tolerance for imprecision, uncertainty, approximate reasoning, and partial truth in order to achieve tractability, robustness, and low-cost solutions. The guiding principle is to devise methods of computation that leads to an acceptable solution. Several methods have been devised for using Artificial Intelligence (AI) and Soft Computing (SC) for more advanced and accurate diagnosis of transformers [4,17]. In 2012, Souahlia et al. used fuzzy logic, Support Vector Machine (SVM) and Neural Networks (NN) for fault diagnosis in the transformers [18]. Way back in 1997, Huang et al. showed the use of fuzzy logic for diagnosing the faults in the transformer [22]. A set of induced rules was generated from a quantitative data using a fuzzy set based learning algorithm [15]. But the membership function used in fuzzy is not suitable for representing the boundary value conditions [5,6]. In 2005 Ganyun et al. used SVM for identifying the faults in the transformers [19]. It provides a three layered classifier for classifying the gas formation [15] and plays a crucial part of the maintenance checking and testing system.

There are several problems associated with an electrical transformer, such as, overloading, overvoltage, overheating and other factors that ultimately lead to a permanent failure. As such, there is a major need of monitoring the parameters associated with the transformer to prevent it from shutting down. Therefore, there is an acute need of new technologies which can monitor the supply systems more effectively to prevent them from unexpected and unconditional failures. Soft Computing (SC) hybridization is an association of computing methodologies centering on Fuzzy Logic (FL), Neural Computing (NC), Genetic Computing (GC), Probabilistic computing (PC) and their hybridization [1–3]. Collectively, these methodologies provide a foundation for the conception, design and deployment of the intelligent systems. The basic idea underlying SC is that its constituent methodologies are, for the most part, complementary rather than competitive. The complementarity of the constituents of soft computing implies that their effectiveness may be enhanced by using them in combination rather than isolation. At this juncture, the most visible systems of this combined type are the neuro-fuzzy systems. Less visible, but potentially of equal importance are the fuzzy-genetic systems. Each of the constituents of soft computing has a set of capabilities to offer. In this purpose, the principal tools are provided by the fuzzy logic center on the use of linguistic variables and the calculation of fuzzy based “if-then” rules. In the case of genetic computing, the principal tool is a systematized random search. The most known methods of hybridization of these tools are (i) Neural-Fuzzy Computing, (ii) Fuzzy Genetic Computing, (iii) Genetic-Neural Computing (iv) and Neuro-Genetic-Fuzzy Computing.

In this work, we have used Genetic-Neural Computing using DGA analysis, where the challenge is to build a practical neural network choosing the right architecture and the right learning parameters to find the faults present in the transformers [13]. We know that the Multilayer Perceptron (MLP) with one hidden layer, using the sigmoid transfer function, could perform any mapping from a set of inputs to the desired outputs. Unfortunately, this tells us nothing about the learning parameters, the necessary number of neurons, or whether any additional layers would be beneficial. It is, however, possible to use a genetic algorithm to optimize the network design. A suitable cost function might combine the root mean square error with the duration of training [2]. Supervised training of a neural network involves adjusting its weights until the output patterns are obtained for a range of input patterns. They must be as close as possible to the desired patterns. The different network topologies use different training algorithms for achieving this weight adjustment, typically through back-propagation or errors. However, it is also possible to use GA for training the network. This can be achieved by allowing each gene to represent a network weight so that a complete set of network weights is mapped onto an individual chromosome. Each chromosome can be evaluated by testing a neural network with the corresponding weights against a series of test patterns. A fitness value can be assigned according to the error so that the weights represented by the fittest generated individual corresponds to a trained neural network [3–5]. The most crucial part of using neural network in our system lies in the fact that it can learn and update its knowledge whenever it is required [8,9]. It offers a far superior performance than the other systems due to the non-linear mapping property of the neurons. Following this model, the operator will be able to conduct pre-failure analysis and plan for the required maintenance checks.

The rest of the paper is structured as follows: Section 'Cause of gas formation' presents the cause of gas formation. Section 'Need of a hybrid system' presents the main tools used in the hybrid system, while in Section 'Main stages of the suggested hybrid system', the suggested hybrid system that contains various stages are explained. Section 'Experiment' shows the experiments. Finally, the conclusion of the paper is presented in Section 'Conclusion'.

**Cause of gas formation**

The main and the most profound cause of gas formation in the transformer is thermal heating and electrical discharges. It decomposes the oil into different gases like CO, CO2, C2H2, C2H4, C2H6, H2, and CH4. The cellulose and the minerals present in the transformer oil decompose to produce these gases as shown in Fig. 1. The decomposition of cellulose produces carbon oxides, methane and some hydrogen. The rate of production of these gases abruptly increases with the increase in temperature and volume of the material present in the oil. Beta fluid and mineral oil consist of a variety of hydrocarbon molecules. They decompose into active hydrogen atoms and

---

**Fig. 1.** Composition of the gases evolved during a normal functioning of a transformer.
that are inspected and analyzed by using different statistical tools. The system’s operator can derive the best possible conclusion. So, a huge expertise is needed for the operator to analyze the results and avoid the conflicts. Sometimes, the possible number of different combinations of codes exceeds the fault types. Thus, the traditional DGA methods do not offer any absolute or objective type of result. AI based fault diagnosis can become an additional asset here. The aim of the proposed system is to draw the conclusions for the system’s operator by analyzing the state of the transformer, so that he can take further steps and can plan for maintenance [11]. NN and GA have been widely used in solving many real time problems [9]. The whole system is adaptive in nature. NN can successfully reveal the explicit relationship between the non-linear input–output data. It can find the patterns from the input training data and can increase its learning and adaptability for the new set of obtained data. The adopted method is more effective and acclimative as compared to the conventional method of fault diagnosis. It can produce more efficient results showing better performance than the other methods. The proposed network following the least error function, can explain the best possible guess about the functionality of the transformer under a given condition. The most significant advantage of using this method is that it eliminates the boundary type problems which results in the “No Decision” type cases that are mostly found in conventional methods. The system can autonomically directly self-learn from the input variables and update itself according to its necessity. Fig. 2 shows the basic steps that are followed in the proposed system. There are 4 basic steps that are involved in the whole process. The first step includes the analysis of the transformer oil and finding the concentration of the different gases present in it [21]. The second step features the data pre-processing unit and the use of GA for clustering the concentration of the different gases. These gases are clustered on the basis of four conditions of the standard C57.104 defined by IEEE [7]. In the third step, ANN is used to predict the value of the fault using the derived clusters of GA. Finally, the decision rules are generated for the system’s operator that are inspected and analyzed by using different statistical techniques.

### Tools used in the hybrid system

This section discusses the main tools that are used for building the hybrid system.

<table>
<thead>
<tr>
<th>Decomposition</th>
<th>Thermal</th>
<th>Electrical</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fault</td>
<td>Overheating of oil</td>
<td>Overheating of cellulose</td>
</tr>
<tr>
<td>Principle Gas</td>
<td>Ethylene</td>
<td>Carbon monoxide</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

A. **Dissolved Gas-In-Oil Analysis**

DGA is one of the most important diagnostic tests performed on the transformer oil in order to determine the state of the power transformer [15]. We can also detect very low concentration levels of the harmful gases [14]. Fig. 3 shows the process of DGA that is used for analyzing the concentration of the gases.

This technique involves the stripping of gases from transformer oil and infusing them into a gas chromatograph. A sample of the oil is taken using a gas tight syringe of appropriate capacity. This syringe is capable of taking a sample of the oil from the main stream point of the transformer. It is stored in a dark enclosure to prevent the oxidation of gases. The next phase includes the extraction of gases from the sample. In the final step, the sample is subjected to gas chromatography. This is used for separating the different constituents of the gases from a mixture. Fig. 4 shows the whole process involved in the gas chromatography.

The use of DGA in the transformer is widely accepted for analyzing and spotting the faults as it can diagnose the degradation of the transformer and can estimate its life expectancy. In addition, it can appraise the internal situation of the transformer and is a crucial part of the maintenance checking and testing system.

B. **Genetic algorithms**

Genetic algorithms (GAs) are a heuristic approach used to find approximate solutions for the problems that are difficult to solve by applying the principles of evolutionary biology to computer science. Genetic algorithms use biologically-derived techniques such as inheritance, mutation, natural selection, and recombination (or crossover). Genetic algorithms are a particular class of evolutionary algorithms.

GAs are typically implemented as a computer simulation in which a population of abstract representations (called chromosomes) of candidate solutions (called individuals) to an optimization problem evolving towards better solutions. Traditionally, solutions are represented in binary as strings of 0s and 1s, but different encodings are also possible. The evolution starts from a population of completely random individuals and happens in generations. In each generation, the fitness of the whole population is evaluated, multiple individuals are stochastically selected from the current population based on their fitness and modified mutated or recombined to form a new population, which becomes current in the next iteration of the algorithm.

### Main stages of the suggested hybrid system

Soft computing methodologies have been applied to handle the different challenges posed by a database. The main constituents of soft computing, in this paper, include Detection, GA and NN. Each of them contributes a distinct methodology to address the problems in its domain. This is done in a cooperative, rather than a competitive, manner. The result is a more intelligent and robust system providing a human-interpretable, low cost, approximate solution, as compared to the traditional techniques.

**Stage 1: fault detection**

Every transformer generates certain gases during its operation. The generation of the combustible gases is a result of various factors like overheating, corona discharge and dielectric problems. These associated abnormalities are termed as faults. For example, when cellulose is overly heated it produces hydrogen (H₂), methane (CH₄), carbon dioxide (CO₂) and carbon monoxide (CO). Gases like ethane (C₂H₆), acetylene (C₂H₂), and ethylene (C₂H₄) are produced in beta fluid by internal faults. The presence of these gases indicates the occurrence of one or more combination of these
(electrical, corona or thermal) faults. The concentration of all the gases is determined by the gas chromatography [21]. The whole analysis results in categorizing the fault as either a thermal fault or an electrical fault. It is further classified according to the high and low intensity of the faults:

- Thermal faults generally produce gases of low molecular weight like H₂, CH₄ and small quantities of other compounds having higher molecular weight, namely acetylene, comprising of all the mineral oils and beta fluid. On the other hand, thermal decomposition of cellulose produces carbon dioxide (CO₂) and carbon monoxide (CO).

- Electrical faults of low intensity such as intermittent arcing and partial discharge, mainly produce hydrogen (H₂) along with small quantities of acetylene (C₂H₂) and methane (CH₄). The concentration increases with respect to the intensity of the discharge.

- In the case of electrical faults of high intensity or arcing, a large amount of acetylene becomes predominant in the system. The temperature of the system exceeds 700°C.

By measuring the concentration of the gases, we can identify the kind of fault involved, as shown in Table 2.

Stage 2: pre-processing of the gas database

Fault diagnosis is generally considered as a boundary set problem as the dataset consists of many inconsistencies. In this scenario, training a neural network is very difficult. As such, there is a huge need of pre-processing the data before feeding it to the NN. The extracted database from the above stage is pre-processed using a Linear Transformation method as follows:
Here, \[ L' = [(L - \text{min})/(\text{max} - \text{min})] \times (\text{max}' - \text{min}') + \text{min} \]

where \( \text{min} \) is the old minimum value, \( \text{min}' \) is new minimum value, \( \text{max} \) is the old maximum value and \( \text{max}' \) is the new maximum value.

Stage 3: genetic algorithm for clustering the database according to standard C57.104 defined by IEEE

In this step, GA is applied to find the number of clusters existing in the Gas database (i.e. find the best seed for each cluster and the number of pixels on it). Before this, we need to determine the parameters of GA, such as the population size, minimum number of cluster, selection, and the crossover methods. Fig. 5 shows the flowchart of GA for clustering the Gas Database.

Stage 3.1: representation (encoding of solution)

The chromosomes are made up of list pointers. If the pointer at any gene is not null, that means there is a supposed center. This center is drawn randomly from the data set. On the other hand, gene (pointer) with null mean, has had no center encoded in it. The value of \( K \) is assumed to lie in the range \([K_{\text{min}}; K_{\text{max}}]\), where \( K_{\text{min}} \) is chosen to be 2 unless specified otherwise. The length of a string is taken to be \( K_{\text{max}} \), where each individual gene position represents either a pointer to the actual center or a null.

Stage 3.2: population initialization

For each string \( i \) in the population (\( i = 1, \ldots, P \), where \( P \) is the size of the population), a random number \( K_i \) in the range \([K_{\text{min}}; K_{\text{max}}]\) is generated. This string is assumed to encode the centers (each center represents a weight of node of Back-Propagation Neural Network (BPNN) of \( K_i \) clusters. For initializing these centers, \( K_i \) points are chosen on the basis of the four conditions from the dataset. These points are distributed randomly in the chromosome.

Stage 3.3: fitness computation [23]

The fitness of a chromosome is computed using the Davies–Bouldin index. This index is a function of the ratio of the sum of within-cluster scatter to between-cluster separation. The scatter within \( C_i \), the \( i \)th cluster, is computed as:

\[
S_{i,q} = \left( \frac{1}{|C_i|} \sum_{x \in C_i} \left( \| x - \bar{z}_i \|_2^q \right) \right)^{1/q}
\]

where \( \bar{z}_i \) is the centroid of \( C_i \), and is defined as:

\[
\bar{z}_i = \frac{1}{n_i} \sum_{x \in C_i} x
\]

and \( n_i \) is the cardinality of \( C_i \) (i.e., the number of points in cluster \( C_i \)). The distance between cluster \( C_i \) and \( C_j \) is defined as:

\[
d_{ij} = \left( \sum_{k=1}^{p} \| z_{ik} - z_{jk} \|^q \right)^{1/q}
\]

Specifically, \( S_{i,q} \) used in this article, is the average Euclidean distance of the vectors in class \( i \) to the centroid of class \( i \). While \( d_{ij} \) is the Minkowski distance of order \( t \) between the centroids that characterize clusters \( i \) and \( j \) (i.e., in this work, we use \( t = 4 \)). Subsequently, we compute:

\[
R_{ij} = \max_{j \neq i} \left( \frac{S_{i,j} + S_{j,i}}{d_{ij}} \right)
\]

The Davies–Bouldin (DB) index is then defined as:

\[
DB = \frac{1}{K} \sum_{i=1}^{k} R_{ij}
\]

The objective is to minimize the DB index for achieving proper clustering. The fitness function for chromosome \( j \) is defined as \( 1/DB_j \).

Fig. 5 shows the flowchart of the GA method used for clustering the gases database.
Stage 4: applying the Back-Propagation Neural Network (BPNN) to predict the fault values

The following main steps are executed to train the BPNN [24]:

**Step 4.1:** Input initial values to learning rate ($\eta_0$), maximum acceptable error to network ($E_{\text{max}}$), maximum number of epochs to learning network ($E_{\text{pochmax}}$), momentum rate ($\alpha$).

**Step 4.2:** Put the network error value (MSE) equal to zero and current training pattern error equal to one and determine the learning rate value.

**Step 4.3:** Compute the hidden neurons activity by unipolar sigmoid function, with $\lambda = 1$, according to the equation below:

$$h_k = f \left( \sum_{i=1}^{n} S_i \eta_k \right) \text{ where } k = 1, 2, \ldots, n_0.$$
Fig. 6. Flowchart of BPNN for forecasting the fault value [24].

Fig. 7. The concentration of all the gases present in the transformer.
Step 4.4: Compute output neuron activity according to the following function:

\[ o_j = \left( \sum_{k=1}^{n_h} h_k w_{kj} \right) \text{ where } j = 1, 2, \ldots, n_o. \]

Step 4.5: Compute error signal value to output neurons of pattern \( p \) according to the following equation:

\[ \delta_j = (d_j - o_j) \hat{f}(net_j) \]

we can find the derivative of function as follows:

\[ \hat{f}(net_j) = \frac{1}{1 + \exp(-net_j)} \]

\[ \hat{f}(net_j) = o_j(1 - o_j) \text{ where } j = 1, 2, \ldots, n_o. \]

Step 4.6: Compute the error signal value in hidden neurons which depends on the output neurons error:

\[ \delta_k = \sum_{j=1}^{n_o} (\delta_j w_{kj}) \hat{f}(net_k) \text{ where } k = 1, 2, \ldots, n_h \]

\[ \hat{f}(net_k) = h_k(1 - h_k) \]

Step 4.7: Adjust weights between the hidden layer and the output layer. To do this, error back propagation algorithm uses a negative first derivative of the cost function ratio to weight as follows:

\[ \Delta v_{ik} = -\eta_o \frac{\partial E}{\partial v_{ik}} = -\eta_o \frac{\partial}{\partial v_{ik}} \left( 0.5 \cdot \sum_{j=1}^{n_o} (d_j - o_j)^2 \right) = -\eta_o \frac{\partial}{\partial v_{ik}} \left( 0.5 \cdot \sum_{j=1}^{n_o} (d_j - f(net_j))^2 \right) = \eta_o (d_j - o_j) \frac{\partial (net_j)}{\partial v_{ik}} \cdot net_j = \sum_{k=1}^{n_h} w_{kj} h_k = \eta_o (d_j - o_j) \frac{\partial (net_j)}{\partial v_{ik}} \cdot \hat{f}(net_j) \cdot h_k = \eta_o \delta_j h_k \]

The adjustment equations:

\[ \Delta w_{kj}^{(i+1)} = \eta_h \delta_k h_k + \alpha \Delta w_{kj}^{(i)} \]

\[ w_{kj}^{(i+1)} = w_{kj}^{(i)} + \Delta w_{kj}^{(i+1)} \]

where \( k = 1, 2, \ldots, n_h \) and \( j = 1, 2, \ldots, n_o \) and \( \alpha \) is the momentum rate which is:

\[ \Delta w_{kj}^{(i)} \text{ that represent the difference between the current weight and the prior weight.} \]

Step 4.8: Adjust weights between the input layer and the hidden layer as follows:

\[ \Delta v_{ik}^{(i+1)} = -\eta_e \frac{\partial E}{\partial v_{ik}^{(i+1)}} = -\eta_e \frac{\partial}{\partial v_{ik}^{(i+1)}} \left( 0.5 \cdot \sum_{j=1}^{n_o} (d_j - o_j)^2 \right) = -\eta_e \frac{\partial}{\partial v_{ik}^{(i+1)}} \left( 0.5 \cdot \sum_{j=1}^{n_o} (d_j - f(net_j))^{(i+1)})^2 \right) = \eta_e (d_j - o_j) \frac{\partial (net_j)}{\partial v_{ik}} \cdot \hat{f}(net_j) \cdot h_k = \eta_e \delta_j h_k \]

\[ w_{ik}^{(i+1)} = w_{ik}^{(i)} + \Delta w_{ik}^{(i+1)} \]

where \( k = 1, 2, \ldots, n_h \) and \( j = 1, 2, \ldots, n_o \) and \( \alpha \) is the momentum rate.

Step 4.9: Increase the value \( p \) by one to input the next pattern in the learning process. If it does not reach to the maximum number of training the patterns then return to step 3 to train the network on that pattern else transform to step 10.

Step 4.10: After completing the input to all training patterns of the network, compute the cost function value that is represented by the mean square error:

\[ MSE = \frac{1}{P} \sum_{p=1}^{P} \sum_{j=1}^{n_o} (d_j - o_j)^2 \]

Step 4.11: In this step, the termination criterion is tested. This condition is valid if the total error value of the network becomes less than the expected error of it \( E_{\text{max}} \), or the current Epoch value \( (t) \) is bigger than the maximum number of learning epochs \( E_{\text{epochmax}} \). Else, return to step 2.

Fig. 6 explains the flowchart of BPNN for forecasting/predicting the fault values.

Stage 5: decision making process: rule generation

After verification of one of the stopping criteria to the BPNN algorithm, such as the verified cost function condition or exceeding the number of epochs to the maximum number of learning epochs without reaching a network error to a value less than the required value, we can say that the BPNN is complete.
If the cost function condition is verified, this means that the network can train itself on the input pattern (i.e., the network is successful in the training process). While, if the second condition is verified (i.e., the network does not reach to an acceptable error and exceeds the number of epochs), this means that the network fails in the training process and recognition of the input pattern.

In this work, we provide discovered knowledge which has a certain predictive power. The basic idea is to predict the value of the fault based on the previously observed data. In this context, we want the discovered knowledge to have a high predictive accuracy rate. The discovered knowledge has to be comprehensible for the user. This is necessary whenever the predicted knowledge is to be used for supporting a decision to be made by a user [6]. Knowledge comprehensibility can be achieved by using high-level knowledge representations. A popular one, in the context of making a decision, is a set of:

**IF-THEN (Prediction) rules**, where each rule is of the form:

**IF** <some_conditions_are_satisfied> **THEN** <its_belong_to_certain_class>

As a result, prediction rules, (if-then) have been widely used to represent knowledge and they have the advantage of being easily interpreted by human experts because of their modularity.

**Experiment**

In our system, we have analyzed the individual concentration of the gases and the value of the Total Dissolved Combustible Gas (TDCG), which is measured in parts per million (ppm) using the Key gas method. In this method, four level criteria have been developed to categorize the faults and risks involved in the functioning...
of the transformer defined by the IEEE standard C57.104. The four conditions are:

1. If TDCG is below 720 ppm, the transformer is working in a safe state.
2. If TDCG lies in the range 721–1920 ppm, then it is working in a slightly deviated condition. Further investigation is required if any individual gas is found to be exceeding its specified level.
3. If TDCG lies in the range 1921–4630 ppm, it indicates that decomposition is of high level. In such a scenario, immediate action should be taken and any gas exceeding its normal concentration should be investigated right away.
4. If TDCG is greater than 4630 ppm, it suggests that there is excessive decomposition of cellulose and oil. The transformer will fail if it is allowed to work further.
The concentration of all the gases present in the transformer used for the experiment is shown in Fig. 7. We have taken 80 different fault samples that are gathered from different sources and publications [7,9,18].

Fig. 8 shows the associated faults that are present in the transformer that are classified according to the standard IEEE C57-104. After acquiring the data, it is pre-processed and normalized for further investigation. The following example shows how these values are computed by considering the old data that ranges from [0–100] to transform it to a more appropriate range [5–10]:

\[ L_0 = \frac{L}{C_0} = \frac{100}{C_0} \frac{1}{10} + 5 \]

Let \( L = 10 \) Then \( L' = \frac{1}{2} + 5 = \frac{1}{2} + 10 = 5.5 \).

### Table 3

<table>
<thead>
<tr>
<th>Faults</th>
<th>Condition 1</th>
<th>Condition 2</th>
<th>Condition 3</th>
<th>Condition 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>TDCG level (ppm) Sample interval according to TDCG rate</td>
<td>&lt;720 &gt;30 Monthly Normal level</td>
<td>721–1920 10–30 Quarterly Abnormal level</td>
<td>1921–4630 10–30 Monthly Abnormal level</td>
<td>≥4630 &gt;30 Daily Very highly abnormal level</td>
</tr>
<tr>
<td>State of transformer</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
In the early planning and scheduling of the maintenance, the potential problems in the transformer. This estimation can help maintenance. It gives a clear advanced idea to the operator about the required sample interval for DGA analysis and plan for the transformer generated certain types of gases during its operation. The concentration of these gases were analyzed and classified into different categories of the experienced faults. While, the X axis indicates the different combinations of the concentration of gases define different cases of the faults. These faults are divided into 4 different categories as discussed in Section ‘Need of a hybrid system’. We have used genetic neuron computing as the soft computing technique for the analysis and prediction of the associated faults in the electrical transformer. A transformer is a pivotal part of the electrical power supply. The maintenance of a transformer is a major issue for the operators. A fault detection inference engine is proposed in this paper using AI techniques. Table 3 shows the different fault cases and the state of the transformer. It helps the operator to determine the required sample interval for DGA analysis and plan for the maintenance. It gives a clear advanced idea to the operator about the potential problems in the transformer. This estimation can help him in the early planning and scheduling of the maintenance activity [13,14].

Conclusion

The aim of this paper was to propose a hybrid system that could be used for detection and prediction of the faults present in a transformer via soft computing methodologies, which involved neural networks, genetic algorithms, and their hybridization. Every transformer generated certain types of gases during its operation. The concentration of these gases were analyzed and classified into different groups. GA was used for clustering the input concentration into four different fault conditions, according to the C57.104 standard defined by IEEE. BPNN was used to predict the faults present in the transformer through generating decision rules for the operator. It striving to provide a low cost solution, thereby speeding up the whole process. This system proved as robust in analyzing the faults and issuing the maintenance check plans. Using this system, the operator would be able to forecast and make more intelligent and accurate decisions. For our future studies, we would in visage to extend this work to implement it in a real life situation. The effect of other failures caused due to mechanical disturbances and other natural factors would also be analyzed and explored. These additional features like recovery voltage, visual inspection test, winding displacement and the partial discharge test would be taken into account for a more efficient analysis.
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